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ABSTRACT. We consider the Kawahara equation, a fifth order Korteweg-de Vries type equation, posed on a bounded interval. The first result is related about the well-posedness in a weighted $L^2$-space, which one we used a general version of the Lax–Milgram Theorem to show this result. With respect the control problem, we prove two results. First, if the control region is a neighborhood of the right endpoint, an exact controllability result in a weighted $L^2$-space is established. Lastly, we show that the Kawahara equation is controllable by regions on $L^2$ Sobolev spaces, the so-called regional controllability, that is, the state function is exact controlled on the left part of the complement of the control region and null controlled on the right part of the complement of the control region.

1. Introduction

1.1. Presentation of problem. Fifth order Korteweg-de Vries (KdV) type equation can be written as

\begin{equation}
    u_t + u_x + \alpha u_{xxx} + \beta u_{xxxxx} + uu_x = 0,
\end{equation}

where $u = u(t, x)$ is a real-valued function of two real variables $t$ and $x$, $\alpha$ and $\beta$ are real constants. When we consider, in (1.1), $\alpha = 1$ and $\beta = -1$, T. Kawahara [32] introduced a dispersive partial differential equation which describes one-dimensional propagation of small-amplitude long waves in various problems of fluid dynamics and plasma physics, the so-called Kawahara equation.

In this article, we shall be concerned with the well-posedness and control properties of Kawahara when the control acting through a forcing term $f$ incorporated in the equation:

\begin{equation}
    u_t + u_x + u_{xxx} - u_{xxxxx} + uu_x = f, \quad t \in [0, T], \quad x \in [0, L],
\end{equation}

with appropriate boundary conditions. Our main purpose is to see whether there are solutions in some appropriated Sobolev spaces and if one can force solutions of (1.2) to have certain desired properties by choosing an appropriate control input $f$. We will consider the following controllability issue:
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There are some valuable efforts in the last years that focus on the analytic and numerical methods for solving (1.1). These methods include the tanh-function method [1], extended tanh-function method [2], sine-cosine method [44], Jacobi elliptic functions method [27], direct algebraic method [37], decomposition methods [31], as well as the variational iterations and homotopy perturbations methods [29]. For more details see [6, 41, 42, 43, 45], among others. These approaches deal, as a rule, with soliton-like solutions obtained while one considers problems posed on a whole real line. For numerical simulations, however, there appears the question of cutting-off the spatial domain [3, 4]. This motivates the detail qualitative analysis of problems for (1.1) in bounded regions [18].

In addition to the aspects mentioned above, the Kawahara equation has been intensively studied from various others aspects of mathematics, including the well-posedness, the existence and stability of solitary waves, the integrability, the long-time behavior, the stabilization and control problem, etc. For example, concerning the Cauchy problem in the real line, we can cite, for instance, [15, 18, 33, 39] and references therein for a good review of the problem. For what concerns the boundary value problem, the Kawahara equation with homogeneous boundary conditions was investigated by Doronin and Larkin [16] and also in a half-strip in [19] for Faminkii and Opritova. Still in relation with results of well-posedness in weighted Sobolev space, we can to mention [34] and the reference therein.

We can not forget the advances in control theory for the Kawahara equation. Recently, the first author, in [7], studied the stabilization problem and conjectured a critical set phenomenon for Kawahara equations as occurs with the KdV equation [9, 40] and Boussinesq KdV-KdV system [10], for example. The characterization of critical sets for Kawahara equation is completely open and interesting problem, we can cite for a good overview about this topic [46].

It is important to note that the (third-order) Korteweg–de Vries equation has drained much attention (see in particular [3, 4, 18, 25]). With respect of the internal and boundary controllability problem the equivalent for the Korteweg–de Vries equation has also known many developments lately, see [8, 11, 12, 13, 23, 24, 40] and the reference therein.

Let us mention the result proved by Glass and Guerrero, in [22], with respect to boundary controllability of fifth order KdV equation. In this work the authors treated the exact controllability when two or five controls are inputting on the boundary conditions. Still related with the control and stabilization problem we can cite [7, 17, 26, 46]. By contrast, the mathematical theory pertaining to the study of the internal controllability in a bounded domain is considerably less advanced for the equation (1.1).

As far as we know, the control problem was, first, studied in [47, 48] when the authors considered a periodic domain T with a distributed control of the form
\[
 f(x,t) = (Gh)(x,t) := g(x)h(x,t) - \int_T g(y)h(y,t)dy,
\]
where \( g \in C^\infty(T) \) was such that \( \{g > 0\} = \omega \) and \( \int_T g(x)dx = 1 \), and the function \( h \) was considered as a new control input.

To finish this historical overview, more recently, Chen [14] considered the Kawahara equation posed on a bounded interval \((0, T) \times (0, L)\), with a distributed control. The author established a Carleman estimate for the Kawahara equation with internal observation, as done in [8] for KdV equation. Then, applying this Carleman estimate, he showed that the Kawahara equation is null controllable when \( f \) is supported in a \( \omega \subset (0, L) \).

In this article, we will try to close the possibilities for the internal controllability issues. We shall consider the system
\[
\begin{align*}
 u_t + u_x + uu_x + u_{xxx} - u_{xxxxx} &= f & \text{in } (0, T) \times (0, L), \\
 u(t, 0) = u(t, L) = u_x(t, 0) = u_x(t, L) = u_{xx}(t, L) &= 0 & \text{in } (0, T), \\
 u(0, x) &= u_0(x) & \text{in } (0, L).
\end{align*}
\]

As the smoothing effect is different from those in a periodic domain, the results in this paper turn out to be very different from those in [47, 48]. First, for a controllability result in \( L^2(0, L) \), the control \( f \) has to be taken in the space \( L^2(0, T, H^{-2}(0, L)) \). Actually, with any control \( f \in L^2(0, T, L^2(0, L)) \),
the solution of (1.3) starting from \( u_0 = 0 \) at \( t = 0 \) would remain in \( H_0^2(0,L) \) (see [22]). On the other hand, as for the boundary control, the localization of the distributed control plays a role in the results. Its important to point out that, the results in the next section remain valid for the fifth order KdV equation (1.1).

1.3. Main results. The aim of this paper is to address the controllability issue for the Kawahara equation (1.3) on a bounded domain with a distributed control. Our first result is the following one:

**Theorem 1.1.** Let \( T > 0, \omega = (l_1, l_2) = (L - \nu, L) \) where \( 0 < \nu < L \). Then, there exists \( \delta > 0 \) such that for any \( u_0, u_1 \in L^2 \left( \frac{1}{L^2} dx \right) \) with

\[
\|u_0\|_{L^2 \left( \frac{1}{L^2} dx \right)} \leq \delta \quad \text{and} \quad \|u_1\|_{L^2 \left( \frac{1}{L^2} dx \right)} \leq \delta,
\]

one can find a control input \( f \in L^2(0,T;H^{-2}(0,L)) \) with \( \text{supp}(f) \subset (0,T) \times \omega \) such that, the solution of (1.3)

\[
u \in C^0([0,T], L^2(0,L)) \cap L^2(0,T, H^2(0,L))
\]

satisfies

\[
u(T, \cdot) = u_1 \quad \text{in} \quad (0,L) \quad \text{and} \quad \nu \in C^0([0,T], L^2 \left( \frac{1}{L^2} dx \right)).
\]

Additionally, \( f \in L^2_{(T-0)dt}(0,T, L^2(0,L)) \).

Actually, we shall have to investigate the well-posedness of the linearization of (1.3) in the space \( L^2 \left( \frac{1}{L^2} dx \right) \) and the well-posedness of the (backward) adjoint system in the "dual space" \( L^2(L-x)dx \).

The proof of this result relies an general version of the Lax–Milgram theorem (see, e.g., [35]). The observability inequality is obtained by compactness-uniqueness argument and a unique continuation property. Finally, the exact controllability is extended to the nonlinear system by using the contraction mapping principle.

Other result of this work is to prove that is possible to control the state function on \((0, l_1)\), so that a "regional controllability" can be established:

**Theorem 1.2.** Let \( T > 0 \) and \( \omega = (l_1, l_2) \) with \( 0 < l_1 < l_2 < L \). Pick any number \( l_1' \in (l_1, l_2) \). Then there exists a number \( \delta > 0 \) such that for any \( u_0, u_1 \in L^2(0,L) \) satisfying

\[
\|u_0\|_{L^2(0,L)} \leq \delta, \quad \|u_1\|_{L^2(0,L)} \leq \delta,
\]

one can find a control \( f \in L^2(0,T, H^{-2}(0,L)) \) with \( \text{supp}(f) \subset (0,T) \times \omega \) such that the solution of (1.3)

\[
u \in C^0([0,T], L^2(0,L)) \cap L^2(0,T, H^2(0,L))
\]

satisfies

\[
u(T, x) = \begin{cases} u_1(x) & \text{if} \quad x \in (0, l_1'); \\
0 & \text{if} \quad x \in (l_2, L).
\end{cases}
\]

The proof of Theorem 1.2 combines [14, Theorem 1.1], a boundary controllability result from [22] and the use of a cut-off function. Note that, as for the boundary control, the internal control gives a control of hyperbolic type in the left direction and a control of parabolic type in the right direction.

Observe that with Theorems 1.1, 1.2 and [14, Theorem 1.1] we have almost completed the answers regarding internal controllability. However, is important to note that due to the techniques used here the issue whether \( u \) may also be controlled in the interval \((l_1', l_2)\) is open, missing a final step to give a complete answer on Kawahara’s internal controllability.

Our work is outlined in the following way: Section 2 is devoted to prove that fifth order KdV equation is well-posed in the weighted spaces \( L^2_{xdx} \) and \( L^2_{\frac{1}{L^2} dx} \). In the Section 3, our goal is to prove Theorem 1.1. Section 4 we will give the proof of Theorem 1.2. Finally, in the last section, Section 5, we will present some additional comments and some open issues.
2. A fifth order KdV equation in weighted Sobolev spaces

2.1. The linear system. For any measurable function \( w : (0, L) \to (0, +\infty) \) (not necessarily in \( L^1(0, L) \)), we introduce the weighted \( L^2 \)-space

\[
L^2_{w(x)dx} = \{ u \in L^1_{loc}(0, L); \int_0^L u(x)^2 w(x)dx < \infty \}.
\]

It is a Hilbert space when endowed with the scalar product

\[
(u, v)_{L^2_{w(x)dx}} = \int_0^L u(x)v(x)w(x)dx.
\]

We first prove the well-posedness of the following linear system

\[
\begin{aligned}
&u_t + u_x + \alpha u_{xxx} + \beta u_{xxxxx} = 0 \quad \text{in } (0, T) \times (0, L), \\
&u(t, 0) = u(t, L) = u_x(t, 0) = u_x(t, L) = u_{xx}(t, L) = 0 \quad \text{in } (0, T), \\
&u(0, x) = u_0(x) \quad \text{in } (0, L),
\end{aligned}
\]

in both the spaces \( L^2_{xdx} \) and \( L^2_{\frac{1}{x^2}dx} \), where \( \alpha \) and \( \beta \) are real constants. We need the following general version of the Lax–Milgram Theorem (see, e.g., [35]).

**Theorem 2.1.** Let \( W \subset V \subset H \) be three Hilbert spaces with continuous and dense embeddings. Let \( a(v, w) \) be a bilinear form defined on \( V \times W \) that satisfies the following properties:

(i) (Continuity) \( a(v, w) \leq M||v||_V||w||_W, \forall v \in V, \forall w \in W; \)

(ii) (Coercivity) \( a(w, w) \geq m||w||^2_V, \forall w \in W; \)

Then for all \( f \in V' \) (the dual space of \( V \)), there exists \( v \in V \) such that

\[
a(v, w) = f(w), \quad \forall w \in W.
\]

If, in addition to (i) and (ii), \( a(v, w) \) satisfies (iii) (Regularity) for all \( g \in H \), any solution \( v \in V \) of (2.1) with \( f(w) := (g, w)_H \) belongs to \( W \), then (2.1) has a unique solution \( v \in W \).

**Remark 1.** In the sense of semigroup theory, Theorem 2.1 gives us the following: Let \( D(A) \) denote the set of those \( v \in W \) when \( g \) ranges over \( H \), and set \( Av = -g \). Then \( A \) is a maximal dissipative operator, and hence it generates a continuous semigroup of contractions \( (e^{tA})_{t \geq 0} \) in \( H \).

2.2. Well-posedness on \( L^2_{xdx} \). This subsection is dedicated to give a answer for the well-posedness of (2.1) on \( L^2_{xdx} \). More precisely, for sake of simplicity, let us consider the operator \( A_1 u = -u_{xxxxx} - u_{xxx}, \) thus, the following result can be proved.

**Proposition 2.2.** Let \( A_1 u = -u_{xxxxx} - u_{xxx} \) with domain

\[
D(A_1) = \{ u \in H^4(0, L) \cap H^2_0(0, L); u_{xxxxx} \in L^2_{xdx}, u_{xxx}(L) = 0 \} \subset L^2_{xdx}.
\]

Then \( A_1 \) generates a strongly continuous semigroup in \( L^2_{xdx} \).

**Proof.** Let

\[
H = L^2_{xdx}, \quad V = H^2_0(0, L), \quad W = \{ w \in H^3_0(0, L), w_{xxx} \in L^2_{xdx} \},
\]

be endowed with the respective norms

\[
||u||_H := ||\sqrt{\xi u}||_{L^2(0,L)}, \quad ||v||_V := ||v_{xx}||_{L^2(0,L)}, \quad ||w||_W := ||w_{xxx}||_{L^2(0,L)}.
\]

Clearly, \( V \subset H \) with a continuous (dense) embedding between two Hilbert spaces. On the other hand, we have that

\[
||w_{xx}||_{L^2} \leq C||xw_{xxx}||_{L^2} \quad \forall w \in W.
\]
In fact, first, we note that we have for \( w \in \mathcal{T} := C^\infty([0, L]) \cap H^2_0(0, L) \) and \( p \in \mathbb{R} \), the following

\[
0 \leq \int_0^L (xw_{xxx} + pw_{xx})^2 dx = \int_0^L (x^2 w_{xxx}^2 + 2pxw_{xxx}w_{xx} + p^2 w_{xx}^2) dx
\]

\[
= \int_0^L x^2 w_{xxx}^2 dx + (p^2 - p) \int_0^L w_{xx}^2 dx + pLw_{xx}^2(L).
\]

Taking \( p = 1/2 \) results in

\[
(2.3) \quad \int_0^L w_{xx}^2 dx \leq 4 \int_0^L x^2 w_{xxx}^2 dx + 2L|w_{xx}(L)|^2.
\]

The estimate (2.3) is also true for any \( w \in W \), since \( \mathcal{T} \) is dense in \( W \). Let us prove (2.2) by contradiction. If (2.2) is false, then there exists a sequence \( \{w^n\}_{n \geq 1} \) in \( W \) such that

\[
1 = ||w^n_{xx}||_{L^2} \geq n||xw^n_{xxx}||_{L^2} \quad \forall n \geq 0.
\]

Extracting subsequences, we may assume that

\[
w^n \rightarrow w \quad \text{in } H^2_0(0, L) \text{ weakly}
\]

\[
xw^n_{xxx} \rightharpoonup 0 \quad \text{in } L^2(0, L) \text{ strongly}
\]

and hence \( xw_{xxx} = 0 \), which gives \( w(x) = c_1x^2 + c_2x + c_3 \). Since \( w \in H^2_0(0, L) \), we infer that \( w \equiv 0 \). Since \( w^n \) is bounded in \( H^3(L/2, L) \), extracting subsequences we may also assume that \( w^n_{xx}(L) \) converges in \( \mathbb{R} \). We infer then from (2.3) that \( w^n \) is a Cauchy sequence in \( H^2_0(0, L) \), so that

\[
w^n \rightarrow w \quad \text{in } H^2_0(0, L) \text{ strongly},
\]

and hence

\[
||w_{xx}||_{L^2} = \lim_{n \to \infty} ||w^n_{xx}||_{L^2} = 1.
\]

This contradicts the fact that \( w \equiv 0 \). The proof of (2.2) is achieved. Thus \( ||\cdot||_W \) is a norm in \( W \), which is clearly a Hilbert space, and \( W \subset V \) with continuous (dense) embedding.

Define the following bilinear form on \( V \times W \)

\[
a(v, w) := \int_0^L v_{xx}[(xw)_{xxx} + (xw)_x] dx, \quad v \in V, \ w \in W.
\]

Let us check that (i), (ii), and (iii) in Theorem 2.1 hold. For \( v \in V \) and \( w \in W \), follows that

\[
|a(v, w)| \leq ||v_{xx}||_{L^2}||xw_{xxx} + 3w_{xx} + (xw)_x||_{L^2}
\]

\[
\leq ||v_{xx}||_{L^2}(||xw_{xxx}||_{L^2} + C||w_{xx}||_{L^2})
\]

\[
\leq C||v||_V ||w||_W
\]

where we used Poincaré inequality and (2.2). This proves that the bilinear form \( a \) is well defined and continuous on \( V \times W \) and, therefore (i) is archived.

For (ii), we first pick any \( w \in \mathcal{T} \) to obtain

\[
a(w, w) = \int_0^L w_{xx}(3w_{xx} + xw_{xxx}) dx + \int_0^L w_{xx}(xw)_x dx
\]

\[
= \frac{5}{2} \int_0^L w_{xx}^2 dx + \left[ \frac{w_{xx}^2}{2} \right]_0^L - \frac{3}{2} \int_0^L w_x^2 dx
\]

\[
\geq \frac{5}{2} \int_0^L w_{xx}^2 dx - \frac{3}{2} \int_0^L w_x^2 dx.
\]

By Poincaré inequality

\[
\int_0^L w_x^2(x) dx \leq \left( \frac{L}{\pi} \right)^2 \int_0^L w_{xx}^2(x) dx,
\]

and hence

\[
a(w, w) \geq \left( \frac{5}{2} \frac{3L^2}{2\pi^2} \right) \int_0^L w_{xx}^2 dx.
\]
This shows the coercivity when \( L < \pi \sqrt{\frac{2}{3}} \). When \( L \geq \pi \sqrt{\frac{2}{3}} \), we have to consider, instead of \( a \), the bilinear form \( a_\lambda(v, w) := a(v, w) + \lambda(v, w)_H \) for \( \lambda \gg 1 \). Indeed, we have by Cauchy-Schwarz inequality and Hardy inequality

\[
\|w\|_{L^2}^2 \leq \|x^{\frac{1}{2}}w\|_{L^2} \|x^{-\frac{1}{2}}w\|_{L^2}
\leq \sqrt{L}\|w\|_H \|x^{-1}w\|_{L^2}
\leq \varepsilon \|w_{xx}\|_{L^2}^2 + C\varepsilon \|w\|_{L^2}^2
\]

and hence, by using twice Poincaré inequality

\[
a_\lambda(w, w) \geq \left( \frac{5}{2} - \frac{\varepsilon}{2} \right) \|w\|_{V}^2 + \left( \lambda - \frac{C\varepsilon}{2} \right) \|w\|_{V}^2.
\]

Therefore, if \( \varepsilon < 5 \) and \( \lambda > C\varepsilon/2 \), then \( a_\lambda \) is a continuous bilinear form which is coercive.

To prove the regularity issue, for given \( g \in H \), let us consider \( v \in V \) be such that

\[
a_\lambda(v, v) = (g, w)_H \quad \forall w \in W,
\]

more precisely,

\[
(2.4) \quad \int_0^L v_{xx}((xw)_{xx} + (xw)_x)dx + \lambda \int_0^L v(x)v(x)xdx = \int_0^L g(x)v(x)xdx.
\]

Picking any \( w \in \mathcal{D}(0, L) \) we have

\[
\langle x(-v_{xxxxx} - v_{xxx} + \lambda v), w \rangle_{\mathcal{D}', \mathcal{D}} = \langle xg, w \rangle_{\mathcal{D}', \mathcal{D}} \quad \forall w \in \mathcal{D}(0, L),
\]

and hence

\[
(2.5) \quad -v_{xxxx} - v_{xx} + \lambda v = g \quad \text{in } \mathcal{D}'(0, L).
\]

Since \( v \in H_0^2(0, L) \) and \( g \in L^2_{2dx} \), we have that \( v \in H^5(\varepsilon, L) \) for all \( \varepsilon \in (0, L) \) and \( v_{xxxxx} \in L^2_{2dx} \). Taking any \( w \in T \) and \( \varepsilon \in (0, L) \), and scaling in (2.5) by \( xw \) yields

\[
\int_\varepsilon^L v_{xx}((xw)_{xx} + (xw)_x)dx + [-v_{xxxx}(xw) - v_{xx}(xw)]^L_\varepsilon
\]

\[
+ [v_{xxx}(xw)_x - v_{xx}(xw)_{xx}]^L_\varepsilon = \int_\varepsilon^L (g - \lambda v)xdwx.
\]

Letting \( \varepsilon \to 0 \) and comparing with (2.4), we obtain

\[
- Lv_{xx}(L)w_{xx}(L) = \lim_{\varepsilon \to 0} \left( \varepsilon v_{xxxx}(\varepsilon)w(\varepsilon) + \varepsilon v_{xx}(\varepsilon)w(\varepsilon) - v_{xxxx}(\varepsilon)(\varepsilon w_x(\varepsilon) + w(\varepsilon)) - v_{xx}(\varepsilon)(2w_x(\varepsilon) + \varepsilon w_{xx}(\varepsilon)) \right).
\]

Since \( v_{xxxxx} \in L^2_{2dx} \), we obtain successively for some constant \( C > 0 \) and all \( \varepsilon \in (0, L) \) that

\[
(2.7) \quad |v_{xxxx}(\varepsilon) - v_{xxxx}(L)| \leq \left( \int_\varepsilon^L x|v_{xxxxx}|^2dx \right)^{\frac{1}{2}} \left( \int_\varepsilon^L x^{-1}dx \right)^{\frac{1}{2}} \leq C|\log \varepsilon|,
\]

\[
(2.8) \quad |v_{xx}(\varepsilon)| \leq C
\]

and

\[
(2.9) \quad |v_{xx}(\varepsilon)| \leq C.
\]

We infer from (2.7) that \( v \in H^4(0, L) \), and hence \( v \in W \). Furthermore, letting \( \varepsilon \to 0 \) in (2.6) and using (2.7), (2.8) and (2.9) yields \( v_{xx}(L) = 0 \), since \( w_{xx}(L) \) was arbitrary. We conclude that \( v \in \mathcal{D}(A_1) \). Conversely, it is clear that the operator \( A_1 - \lambda \) maps \( \mathcal{D}(A_1) \) into \( H \), and actually onto \( H \) from the above computations. Hence \( A_1 - \lambda \) generates a strongly semigroup of contractions in \( H \). \( \square \)
\textbf{Remark 2.} Note that we can use the same approach to get the Proposition 2.2 for the Kawahara operator, that is, \( Au = u_{xxxx} - u_{xxx} - u_x \). In fact, to do it just consider the following bilinear form in \( V \times W \) define by

\[
a(v, w) := \int_0^L v_{xx}(-(wx)_x + (wx)_{xxx})dx - \int_0^L v_x(xw)dx, \quad v \in V, \ w \in W.
\]

\[\text{(2.16)}\]

2.3. \textbf{Well-posedness on} \( L^2_{(L-x)^{-1}}dx \). In this subsection we are interested to investigate the well-posedness of (2.1) on \( L^2_{(L-x)^{-1}}dx \). More precisely, for sake of simplicity, let us consider the operator \( A_2u = -u_{xxxx} - u_{xxx}, \) thus, the following result can be proved.

\textbf{Proposition 2.3.} Let \( A_2u = -u_{xxxx} - u_{xxx} \) with domain

\[
\mathcal{D}(A_2) = \{ u \in H^5(0, L) \cap H^3_0(0, L); \ u_{xxxx} \in L^2_{(L-x)^{-1}}dx \text{ and } u_{xx}(L) = 0 \} \subset L^2_{(L-x)^{-1}}dx.
\]

Then \( A_2 \) generates a strongly continuous semigroup in \( L^2_{(L-x)^{-1}}dx \).

\textbf{Proof.} We will use Hille-Yosida Theorem, and (partially) Theorem 2.1. Let us consider

\[
H = L^2_{\frac{1}{(L-x)^2}}dx, \quad V = \{ u \in H^3_0(0, L), \ u_{xx} \in L^2_{(L-x)^{1/2}}dx \}, \quad W = H^3_0(0, L),
\]

be endowed respectively with the norms

\[
\text{(2.11)} \quad ||u||_H = ||(L-x)^{-\frac{1}{2}}u||_{L^2}, \quad ||u||_V = ||(L-x)^{-1}u_{xx}||_{L^2}, \quad ||u||_W = ||u_{xxx}||_{L^2}.
\]

By using the estimates proved in [34, Lemma 2.1], we know that \( V \) endowed with \( ||\cdot||_V \) is a Hilbert space, and that there exists \( C > 0 \), such that

\[
\text{(2.12)} \quad ||(L-x)^{-3}u||_{L^2} \leq \frac{4}{25}||(L-x)^{-2}u_x||_{L^2} \quad \forall u \in V,
\]

and

\[
\text{(2.13)} \quad ||(L-x)^{-2}u_{xx}||_{L^2} \leq \frac{4}{9}||(L-x)^{-1}u_{xxx}||_{L^2} \quad \forall u \in V.
\]

By using the previous inequality, we get

\[
\text{(2.14)} \quad ||u||_H \leq \left( \int_0^L \frac{L^2}{(L-x)^3}u^2(x)dx \right)^{\frac{1}{2}} \leq \frac{16}{225}L||u||_V \quad \forall u \in V.
\]

Thus \( V \subset H \) with continuous embedding. From Poincaré inequality, we have that \( ||\cdot||_W \) is a norm on \( W \) equivalent to the \( H^3 \)-norm. On the other hand, from Hardy inequality

\[
\text{(2.15)} \quad \int_0^L \frac{v_{xx}^2}{(L-x)^2}dx \leq C \int_0^L v_{xxx}^2dx,
\]

for all \( v \in H^2(0, L) \), with \( v_{xx}(L) = 0 \). Thus, we have that

\[
\text{(2.16)} \quad ||v||_V \leq C||v||_W \quad \forall v \in W;
\]

which implies \( W \subset V \) with continuous embedding. It is easily seen that \( \mathcal{D}(0, L) \) is dense in \( H, V \) and \( W \). Define

\[
a(v, w) = \int_0^L \left[ v_{xx} \left( \frac{w}{L-x} \right)_{xxx} + v_{xx} \left( \frac{w}{L-x} \right)_{xx} \right] dx \quad (v, w) \in V \times W.
\]
Then,

\[ |a(v, w)| \leq \left| \int_0^L v_{xx} \left( \frac{w_{xxx}}{L - x} + 3 \frac{w_{xx}}{(L - x)^2} \right) \, dx \right| + \left| \int_0^L v_{xx} \left( 6 \frac{w_x}{(L - x)^3} + 6 \frac{w}{L - x} \right) \, dx \right|
\]

\[ \leq \left\| w_{xxx} \right\|_{L^2} \left\| \frac{v_{xx}}{L - x} \right\|_{L^2} + 3 \left\| \frac{w_{xx}}{L - x} \right\|_{L^2} \left\| \frac{v_{xx}}{L - x} \right\|_{L^2} + 6 \left\| \frac{w}{L - x} \right\|_{L^2} + \left\| \frac{w}{(L - x)^2} \right\|_{L^2} + \left\| w \right\|_{L^2}
\]

\[ \leq C \|v\|_{V} \|w\|_{W}
\]

by (2.12), (2.13), (2.14) and (2.16). This shows that \( a \) is well defined and continuous.

Let us prove the coercivity of \( a \). For any \( w \in D(0, L) \), yields that

\[ a(w, w) = \int_0^L w_{xx} \left( \frac{w_{xxx}}{L - x} + 3 \frac{w_{xx}}{(L - x)^2} + 6 \frac{w_x}{(L - x)^3} \right) \, dx
\]

\[ + \int_0^L w_{xx} \left( \frac{w}{(L - x)^3} + \frac{w_x}{L - x} + \frac{w}{(L - x)^2} \right) \, dx
\]

\[ = \frac{5}{2} \int_0^L \frac{w_x^2}{(L - x)^2} \, dx - 15 \int_0^L \frac{w_x^2}{(L - x)^4} \, dx - \frac{3}{2} \int_0^L \frac{w_x^2}{(L - x)^2} \, dx
\]

\[ + 60 \int_0^L \frac{w^2}{(L - x)^8} \, dx + 3 \int_0^L \frac{w^2}{(L - x)^6} \, dx
\]

\[ \geq \frac{5}{2} \int_0^L \frac{w_x^2}{(L - x)^2} \, dx - \frac{33}{2} \int_0^L \frac{w_x^2}{(L - x)^2} \, dx,
\]

since \((L - x)^2 \leq (L - x)^4\). Note that, using Cauchy-Schwarz inequality and (2.13), we have that

\[ \left\| \frac{w_x}{L - x} \right\|_{L^2}^2 \leq \|(L - x)^{-\frac{1}{2}} w_x\|_{L^2} \| (L - x)^{-\frac{3}{2}} w_x \|_{L^2}
\]

\[ \leq \frac{4 \sqrt{L^3}}{9} \| w \|_{V} \| (L - x)^{-\frac{3}{2}} w_x \|_{L^2}
\]

\[ \leq \varepsilon \|w\|_{V}^2 + \frac{2L^3}{9 \varepsilon} \| (L - x)^{-\frac{3}{2}} w_x \|_{L^2}^2.
\]

(2.17)

If we pick \( \varepsilon \in (0, 2/5) \), we infer that for all \( w \in D(0, L) \)

\[ a(w, w) + \frac{22L^3}{3 \varepsilon} \| w \|_{W}^2 \geq \left( \frac{5}{2} - \frac{\varepsilon}{2} \right) \| w \|_{V}^2 \geq C \| w \|_{V}^2.
\]

(2.18)

The result is also true for any \( w \in W \), by density. Showing thus that the continuous bilinear form

\[ a_{\lambda}(v, w) = a(v, w) + \lambda(v, w)_W
\]

is coercive for \( \lambda > 55L^3/3 \). Let \( g \in H \) be given. By Theorem 2.1, there is at least one solution \( v \in V \) of

\[ a_{\lambda}(v, w) = (g, w)_H \quad \forall w \in W.
\]

(2.19)

Consider \( v \in V \) a solution, let us prove that \( v \in D(A_2) \). Taking any \( w \in D(0, L) \) in (2.19) yields

\[ -v_{xxxxx} - v_{xxx} + \lambda v = g \quad \text{in} \quad D^4(0, L).
\]

(2.20)

As \( g \in L^2(0, L) \) and \( v \in H^2(0, L) \), we have that \( v_{xxxxx} \in L^2(0, L) \), and \( v \in H^5(0, L) \). Let us take, finally, \( w \) of the form

\[ w(x) = x^3(L - x)^3 \overline{w}(x),
\]
where \( \overline{w} \in C^\infty([0, L]) \) is arbitrary chosen. Note that \( w \in W \) and that
\[
\frac{w}{(L-x)} \in H^2_0(0, L) \cap C^\infty([0, L]).
\]
Multiplying in (2.20) by \( w/(L-x) \) and integrating over \( (0, L) \), we obtain after comparing with (2.19) that
\[
0 = v_{xx} \left( \frac{w}{L-x} \right)_x \bigg|_0^L
= -v_{xx} \left( 6x(L-x)w(L+x) + 2x^2(L-x)w_x(3L-5x) + x^3(2w + (L-x)^2w_{xxx}) \right)_0^L
\]
i.e.,
\[
0 = 2L^3v_{xx}(L)\overline{w}(L).
\]
As \( \overline{w}(L) \) can be chosen arbitrarily, we conclude that \( v_{xx}(L) = 0 \). Using (2.15) we infer that
\[-v_{xxx} + \lambda w \in H, \]
and hence \( v_{xxxx} = -g - v_{xxx} + \lambda w \in H \). Therefore \( v \in D(A_2) \). Thus, for \( \lambda > 55L^3/3 \), we have that \( A_2 - \lambda : D(A_2) \to H \) is onto. Let us check that \( A_2 - \lambda \) is also dissipative in \( H \). Pick any \( w \in D(A_2) \). Then we obtain after some integrations by parts that
\[
(A_2w, w)_H = -\frac{5}{2} \int_0^L \frac{w_{xx}^2}{(L-x)} dx + 15 \int_0^L \frac{w_x^2}{(L-x)^4} dx + \frac{3}{2} \int_0^L \frac{w_x^2}{(L-x)^2} dx
- 60 \int_0^L \frac{w^2}{(L-x)^6} dx - 3 \int_0^L \frac{w^2}{(L-x)^4} dx - \frac{w_{xx}(0)}{2L}
\]
and
\[
(A_2w - \lambda w, w)_H \leq -\left( \frac{5}{2} - \frac{\varepsilon}{2} \right) \|w\|_W^2 - \frac{w_{xx}(0)}{2L} \leq 0
\]
for \( \varepsilon < 2/5 \) and \( \lambda = 55L^3/3\varepsilon \). Therefore, we conclude that \( A_2 - \lambda \) is maximal dissipative for \( \lambda > 5L/9 \), and thus it generates a strongly continuous semigroup of contractions in \( H \) by Hille-Yosida Theorem, archiving the proof of the proposition. \( \square \)

The following result, ensure a global Kato smoothing effect, as is well-known for Kawahara equation [7, 34].

**Proposition 2.4.** Let \( H \) and \( V \) be as in (2.10)-(2.11), and let \( T > 0 \) be given. Then there exists some constant \( C = C(L, T) \) such that for any \( u_0 \in H \), the solution \( u(t) = e^{tA_2}u_0 \) of (2.1) satisfies
\[
\|u\|_{L^\infty(0,T,H)} + \|u\|_{L^2(0,T,V)} \leq C\|u_0\|_H.
\]

**Proof.** First, we notice that \( D(A_2) \) is dense in \( H \), so that it is sufficient to prove the result when \( u_0 \in D(A_2) \). Note that the estimate \( \|u\|_{L^\infty(0,T,H)} \leq C\|u_0\|_H \) is a consequence of classical semigroup theory. Assume \( u_0 \in D(A_2) \), so that \( u_t = A_2u \) in the classical sense. Taking the inner product in \( H \) with \( u \) yields
\[
(u_t, u)_H = -a(u, u) \leq -C\|u\|^2_W + \frac{55L^3}{3\varepsilon}\|u\|^2_W
\]
as done in (2.18). Finally, as \( W \subset V \subset H \) with continuous embedding, an integration over \( (0, T) \) completes the proof of the estimate of \( \|u\|_{L^2(0,T,V)} \). \( \square \)

**Remark 3.** Note that we can use the same approach to get the Propositions 2.3 and 2.4 for the Kawahara operator, that is, \( Au = u_{xxxx} - u_{xxx} - u_x \). In fact, the results follow considering the following bilinear form in \( V \times W \)
\[
a(v, w) := \int_0^L v_{xx} \left( -\frac{w}{L-x} \right)_x + \left( \frac{w}{L-x} \right)_{xxx} dx - \int_0^L v_x \left( \frac{w}{L-x} \right) dx,
\]
for \( v \in V \) and \( w \in W \).
2.4. **Non-homogeneous system.** We consider in this subsection the well-posedness of the Kawahara nonhomogeneous system, namely

\[
\begin{align*}
    u_t + u_x + u_{xxx} - u_{xxxxx} &= f(x,t) & \text{in } (0, T) \times (0, L), \\
    u(t, 0) &= u(t, L) = u_x(t, 0) = u_x(t, L) = u_{xx}(t, L) = 0 & \text{in } (0, T), \\
    u(0, x) &= u_0(x) & \text{in } (0, L).
\end{align*}
\]

(2.22)

More precisely, we are interested to prove the existence of a “reasonable” solution when \( f \in L^2(0, T; H^{-2}(0, L)) \).

**Proposition 2.5.** Let \( u_0 \in L^2_{x,t} \) and \( f \in L^2(0, T; H^{-2}(0, L)) \). Then there exists a unique solution \( u \in C([0, T], L^2_{x,t}) \cap L^2(0, T, H^2(0, L)) \) to (2.22). Furthermore, there is a constant \( C > 0 \) such that

\[
||u||_{L^\infty(0, T; L^2_{x,t})} + ||u||_{L^2(0, T; H^2(0, L))} \leq C(||u_0||_{L^2_{x,t}} + ||f||_{L^2(0, T; H^{-2}(0, L))}).
\]

(2.23)

**Proof.** Assume first that \( u_0 \in D(A_1) \) and \( f \in L^2([0, T], D(A_1)) \). Multiplying (2.22) by \( xu \) and integrating over \( (0, \tau) \times (0, L) \) where \( 0 < \tau < T \) yields

\[
\frac{1}{2} \int_0^\tau \int_0^L x|u(\tau, x)|^2 dx - \frac{1}{2} \int_0^\tau \int_0^L x|u_0(x)|^2 dx + \frac{5}{2} \int_0^\tau \int_0^L |u_{xx}|^2 dx dt
\]

\[
+ \frac{3}{2} \int_0^\tau \int_0^L |u_x|^2 dx dt - \frac{1}{2} \int_0^\tau \int_0^L |u|^2 dx dt = \int_0^\tau \int_0^L xuf dx dt.
\]

(2.24)

We denote \((.,.)_{H^{-2},H^2}\) the duality pairing between \( H^{-2}(0, L) \) and \( H^2(0, L) \). Thus, for all \( \varepsilon > 0 \), we have that

\[
\int_0^\tau \int_0^L xuf dx dt = \int_0^\tau (f, xu)_{H^{-2},H^2} \leq \varepsilon \int_0^\tau \int_0^L u_x^2 dx dt + C_\varepsilon \int_0^\tau ||f||_{H^{-2}}^2 dt.
\]

The last term in the left hand side of (2.24) is decomposed as follows

\[
\frac{1}{2} \int_0^\tau \int_0^L |u|^2 dx dt = \frac{1}{2} \int_0^\tau \int_0^\tau \sqrt{\varepsilon} |u|^2 dx dt + \frac{1}{2} \int_0^\tau \int_0^\tau |u|^2 dx dt =: I_1 + I_2.
\]

The following inequalities are verified:

\[
I_1 \leq \frac{\varepsilon}{2} \int_0^\tau \int_0^L |u_x|^2 dx dt,
\]

(2.25)

and

\[
I_2 \leq \frac{1}{2\sqrt{\varepsilon}} \int_0^\tau \int_0^L x|u|^2 dx dt.
\]

(2.26)

Indeed, as (2.26) is obvious, we prove (2.25). Note that \( u(0, t) = 0 \), thus we have

\[
|u(x, t)| \leq \int_0^{\sqrt{\varepsilon}} |u_x| dx \leq \varepsilon^{\frac{1}{2}} \left( \int_0^{\sqrt{\varepsilon}} |u_x|^2 dx \right)^{\frac{1}{2}},
\]

for \((t, x) \in (0, T) \times (0, \sqrt{\varepsilon})\). Hence

\[
\int_0^{\sqrt{\varepsilon}} |u|^2 dx \leq \varepsilon \int_0^{\sqrt{\varepsilon}} |u_x|^2 dx,
\]

which gives (2.25) after integrating over \( t \in (0, \tau) \).

Putting (2.25) and (2.26) in (2.24), we obtain that

\[
\frac{1}{2} \int_0^L x|u(\tau, x)|^2 dx + \frac{5}{2} \int_0^\tau \int_0^L |u_{xx}|^2 dx dt + \left( \frac{3}{2} - \varepsilon \right) \int_0^\tau \int_0^L |u_x|^2 dx dt
\]

\[
\leq \frac{1}{2} \int_0^L x|u_0(x)|^2 dx + \frac{1}{2\sqrt{\varepsilon}} \int_0^\tau \int_0^L x|u|^2 dx dt + C_\varepsilon \int_0^\tau ||f||_{H^{-2}}^2 dt,
\]

for \( 0 < \varepsilon < L^2 \). Taking \( \varepsilon \in (L^2, \min\{0, 3/2\}) \) and applying Gronwall’s Lemma, yields that

\[
||u||_{L^\infty(0, T; L^2_{x,t})} + ||u_{xx}||_{L^2(0, T, L^2(0, L))} \leq C(T)(||u_0||_{L^2_{x,t}}^2 + ||f||_{L^2(0, T; H^{-2}(0, L))}^2).
\]
Which proves the inequality (2.23) for \( u_0 \in D(A_1) \) and \( f \in C^0([0,T], D(A_1)) \). A density argument allows us to construct a solution \( u \in C([0,T], L^2_{dx}) \cap L^2(0,T, H^2(0,L)) \) of (2.22) satisfying (2.23) for \( u_0 \in L^2_{dx} \) and \( f \in L^2(0,T, H^{-2}(0,L)) \). Finally, with respect to uniqueness, this follows from classical semigroup theory.

Our aim in the next proposition is to obtain a similar result in the spaces \( H \) and \( V \) defined by (2.10)-(2.11). To do that, we limit ourselves to the situation when \( f = (\rho(x)h)_{xx} \) with \( h \in L^2(0,T, L^2(0,L)) \). Consider \( Au = u_{xxxx} - u_{xxx} - u_x \) with domain

\[
\mathcal{D}(A) = \{ u \in H^3(0,L) \cap H^2_0(0,L); \ u_{xxxx} \in L^2 \frac{1}{1-x^2}dx \text{ and } u_{xx}(L) = 0 \} \subset L^2 \frac{1}{1-x^2}dx.
\]

**Proposition 2.6.** Let \( u_0 \in H, h \in L^2(0,T, L^2(0,L)) \) and set \( f := (\rho(x)h)_{xx} \). Then there exists a unique solution

\[
u \in C([0,T], H) \cap L^2(0,T,V)
\]

to (2.22). Furthermore, there is some constant \( C > 0 \) such that

\[
\|u\|_{L^\infty(0,T; H)} + \|u\|_{L^2(0,T; V)} \leq C (\|u_0\|_H + \|h\|_{L^2(0,T, L^2(0,L))}).
\]

**Proof.** Assume that \( u_0 \in \mathcal{D}(A) \) and \( h \in C^\infty_0((0,T) \times (0,L)) \), so that \( f \in C^1([0,T], H) \). Taking the inner product of \( u_t - Au = f \) with \( u \) in \( H \) yields

\[
(u_t, u)_H = -a(u, u) + (f, u)_H \leq 15 \int_0^L \frac{u_x^2}{(L-x)^4} dx + \frac{3}{2} \int_0^L \frac{u_x^2}{(L-x)^2} dx + (f, u)_H,
\]

where \( a(v, w) \) is defined by (2.21). Then

\[
|(f, u)_H| = \left| \int_0^L (\rho(x)h)_{xx} \frac{u}{L-x} dx \right| = \left| \int_0^L \rho(x)h \left( \frac{u_x}{L-x} + \frac{u}{(L-x)^2} \right) dx \right| \leq C \|h\|_{L^2} (\|u_x\|_{L^2} + \|u\|_{(L-x)^2 L^2}) \leq C \|h\|_{L^2} (\|u\|_V + \|u\|_H),
\]

where we used (2.13) in the last line. Thus, we have that

\[
|(f, u)_H| \leq \frac{C}{2} \|u\|_{\dot{H}}^2 + \frac{C}{2} \|u\|_{\dot{H}}^2 + C' \|h\|_{L^2}^2.
\]

Additionally, by using Hardy type inequality we get

\[
15 \int_0^L \frac{u_x^2}{(L-x)^4} dx + \frac{3}{2} \int_0^L \frac{u_x^2}{(L-x)^2} dx \leq C(L) \int_0^L \frac{u_x^2}{(L-x)^4} dx \leq C(L) \left( \int_0^L \frac{u_{xx}^2}{(L-x)^2} dx + \int_0^L \frac{u^2}{(L-x)^6} dx \right) \leq C \|u\|_H + C \|u\|_V,
\]

when combined with (2.28), gives after integration over \( (0, \tau) \) for \( 0 < \tau < T \)

\[
\|u(\tau)\|_{\dot{H}}^2 + C \int_0^\tau (\|u\|_{\dot{H}}^2 + \|u\|_{\dot{H}}^2) dt \leq \|u_0\|_{\dot{H}}^2 + C' \int_0^\tau (\|u\|_{\dot{H}}^2 + \|u\|_{\dot{H}}^2) dt + \int_0^\tau \int_0^L |h|^2 dx dt.
\]

An application of Gronwall’s Lemma yields (2.27) for \( u_0 \in \mathcal{D}(A) \) and \( h \in C^\infty_0((0,T) \times (0,L)) \). A density argument allows us to construct a solution \( u \in C([0,T], H) \cap L^2(0,T, V) \) of (2.22) satisfying (2.27) for \( u_0 \in H \) and \( h \in L^2(0,T, L^2(0,L)) \). The uniqueness follows from classical semigroup theory. □
3. Exact controllability for Kawahara equation

Pick any function \( \rho \in C^\infty(0, L) \) with

\[
\rho(x) = \begin{cases} 
0 & \text{if } 0 < x < L - \nu, \\
1 & \text{if } L - \frac{\nu}{2} < x < L,
\end{cases}
\]

for some \( \nu \in (0, L) \). This section is devoted to the investigation of the exact controllability problem for the system

\[
\begin{aligned}
& u_t + u_x + uu_x + u_{xxx} - u_{xxxx} = f = (\rho(x))_{xx} \\
& u(t, 0) = u(t, L) = u_x(t, 0) = u_x(t, L) = u_{xx}(t, L) = 0 \\
& u(0, x) = u_0(x)
\end{aligned}
\]

(3.2)

We aim to find a control input \( h \in L^2(0, T; L^2(0, L)) \). Actually, with \( (\rho(x)h(t, x))_{xx} \) in some space of functions, to guide the system described by (3.2) in the time interval \([0, T]\) from any (small) given initial state \( u_0 \in L^2(\frac{1}{\nu^2}dx) \) to any (small) given terminal state \( u_T \) in the same space. We first consider the linearized system, and next proceed to the nonlinear one. To prove the main theorem we will need the results involving some weighted Sobolev spaces which was proved on the Section 2.

3.1. Exact controllability: Linearized system. Our attention in this section is related to the control properties of the linear system

\[
\begin{aligned}
& u_t + u_x + uu_x + u_{xxx} - u_{xxxx} = f = (\rho(x))_{xx} \\
& u(t, 0) = u(t, L) = u_x(t, 0) = u_x(t, L) = u_{xx}(t, L) = 0 \\
& u(0, x) = u_0(x)
\end{aligned}
\]

(3.3)

\[
\Gamma : L^2(\frac{1}{\nu^2}dx) \rightarrow L^2(0, T; L^2(0, L)) \cap L^2_{(T-\nu)}dt(0, T; H^2(0, L))
\]

such that for any \( u_1 \in L^2(\frac{1}{\nu^2}dx) \), the solution \( u \) of (3.3) with \( u_0 = 0 \) and \( h = \Gamma(u_1) \) satisfies

\[
u(T, x) = u_1(x)
\]
in \((0, L)\).

**Theorem 3.1.** Let \( T > 0 \), \( \nu \in (0, L) \) and \( \rho(x) \) as in (3.1). Then there exists a continuous linear operator

\[
\Gamma : L^2(\frac{1}{\nu^2}dx) \rightarrow L^2(0, T; L^2(0, L)) \cap L^2_{(T-\nu)}dt(0, T; H^2(0, L))
\]

such that for any \( u_1 \in L^2(\frac{1}{\nu^2}dx) \), the solution \( u \) of (3.3) with \( u_0 = 0 \) and \( h = \Gamma(u_1) \) satisfies

\[
u(T, x) = u_1(x)
\]
in \((0, L)\).

**Proof.** We use the Hilbert Uniqueness Method (see e.g. [36]). Consider the following adjoint system associated to (3.3):

\[
\begin{aligned}
& -v_t + v_{xxx} - v_{xx} = 0, \\
& v(t, 0) = v(t, L) = v_x(t, 0) = v_x(t, L) = v_{xx}(t, 0) = 0 \\
& v(T, x) = v_T(x).
\end{aligned}
\]

(3.4)

If \( u_0 \equiv 0, v_T \in \mathcal{D}(0, L), \) and \( h \in \mathcal{D}((0, T) \times (0, L)) \), multiplying in (3.3) by \( v \) and integrating over, we have \((0, T) \times (0, L)\) gives

\[
\int_0^L u(T, x)v_T(x)dx = \int_0^T \int_0^L (\rho(x))_{xx}vdxdt = \int_0^T \int_0^L (\rho(x))hv_{xx}dxdt.
\]

Considering the usual change of variables \( x \rightarrow L - x, t \rightarrow T - t \) and using Proposition 2.5, gives

\[
||v||_{L^\infty(0, T; L^2_2(L-x)dx)} + ||v||_{L^2(0, T; H^2(0, L))} \leq C||v_T||_{L^2_2(L-x)dx}.
\]

By a density argument, we obtain that for all \( h \in L^2(0, T; L^2(0, L)) \) and all \( v_T \in L^2_2(L-x)dx \),

\[
\langle u(T, \cdot), v_T \rangle_{L^2_2(L-x)dx} = \int_0^T \langle (h, \rho(x)v_{xx}) \rangle_{L^2_x}dt,
\]

where \( u \) and \( v \) denote the solutions of (3.3) and (3.4), respectively, and \( \langle \cdot, \cdot \rangle_{L^2_2(L-x)dx} \) denotes the duality pairing between \( L^2_2(L-x)dx \) and \( L^2_2(L-x)dx \). We have to prove the following observability
inequality

\[ ||v_T||_{L_{(L-x)x}^2}^2 \leq C \int_0^T \int_0^L |\rho(x)v_x|^2 dxdt \]

or, equivalently, letting \( w(t, x) = v(T - t, L - x) \),

\[ ||w_0||_{L_{2,dx}^2}^2 \leq C \int_0^T \int_0^L |\rho(L - x)w_{xx}|^2 dxdt, \]

where \( w \) solves

\[ \begin{cases} w_t - w_{xxxx} + w_{xx} + w_x = 0, \\ w(t, 0) = w(t, L) = w_x(t, 0) = w_x(t, L) = 0, \\ w(0, x) = w_0(x). \end{cases} \]  

Multiplying (3.7) by \( w_q \), for \( q(t, x) = (T - t)b(x) \in C^\infty([0, T] \times [0, L]) \) where \( b \in C^\infty([0, L]) \) is nondecreasing defined by

\[ b(x) = \begin{cases} x & \text{if } 0 < x < \nu/4, \\ 1 & \text{if } \nu/2 < x < L, \end{cases} \]

after integrating by parts we have

\[ - \int_0^T \int_0^L q \frac{w^2}{2} dxdt + \int_0^L (q \frac{w^2}{2})(T, x)dx - \int_0^L (q \frac{w^2}{2})(0, x)dx \\
+ \frac{3}{2} \int_0^T \int_0^L w_x^2 dxdt + \frac{5}{2} \int_0^T \int_0^L w_{xx}^2 dxdt + \int_0^T \left( q \frac{w_x^2}{2} \right) (t, 0)dt = 0. \]

Due the choose of \( q(t, x) \) and \( b(x) \), this yields

\[ ||w_0||_{L_{2,dx}^2}^2 \leq C(L, \nu) \int_0^L b(x)w_0^2(x)dx \]

\[ \leq C(T, L, \nu) \left( \int_0^T \int_0^{\frac{T}{2}} w_{xx}^2 dxdt + \int_0^T \int_0^{L} w_x^2 dxdt \right). \]  

We claim that

\[ ||w_0||_{L_{2,dx}^2}^2 \leq C \int_0^T \int_0^L w_{xx}^2 dxdt, \]

holds. In fact, if the estimate (3.9) does not occurs, then one can find a sequence \( \{w_0^n\} \subset L_{2,dx}^2 \) such that

\[ 1 = ||w_0^n||_{L_{2,dx}^2}^2 > n \int_0^7 \int_0^{\frac{T}{2}} |w_{xx}^n|^2 dxdt, \]

where \( w^n \) denotes the solution of (3.7) with \( w_0 \) replaced by \( w_0^n \). By (2.23) and (3.10), \( \{w^n\} \) is bounded in \( L^2(0, T, H^2(0, L)) \), hence also in \( H^1(0, T, H^{-2}(0, L)) \) thanks the equation (3.7). Extracting a subsequence if necessary, Aubin-Lions’ Lemma ensures that

\[ w^n \to w \quad \text{in } L^2(0, T, L^2(0, L)). \]

Thus, using (3.8) and (3.10), we see that \( w^n_0 \) is a Cauchy sequence in \( L_{2,dx}^2 \), and hence it converges strongly in this space. Let \( w_0 \) denote its limit in \( L_{2,dx}^2 \), and let \( w \) denote the corresponding solution of (3.7). Then

\[ ||w_0||_{L_{2,dx}^2}^2 = 1 \]

and

\[ w^n \to w \quad \text{in } L^2(0, T, H^2(0, L)). \]

But \( w_{xx}^n \to 0 \) in \( L^2(0, T, L^2(0, \nu/2)) \) by (3.10). Thus \( w_{xx} \equiv 0 \) in \( (0, T) \times (0, \nu/2) \), and hence \( w(t, x) = xg(t) + c \) (for some function \( g \) and some constant \( c \)) in \( (0, T) \times (0, \nu/2) \). Since \( w \) satisfies (3.7), we infer from \( w(t, 0) = w_x(t, 0) = 0 \) that \( w \equiv 0 \) in \( (0, T) \times (0, \nu/2) \). By Holmgren’s theorem
we have that $w \equiv 0$ in $(0, T) \times (0, L)$, implying that $w(0,x) = 0$, which is a contradiction with $||w_0||_{L^2_{sdx}} = 1$. Therefore (3.9) is proved, and (3.6) follows.

Let us now apply the Hilbert Uniqueness Method. Consider the following operator

$$\Lambda : L^2_{(L-x)}dx \to L^2_{(L-x)}dx$$

defined by

$$\Lambda(v_T) = (L-x)\mathcal{H}(T, \cdot) \in L^2_{(L-x)}dx,$$

where $u$ solves (3.3) with $h = \rho(x)v_{xx}$. Then operator $\Lambda$ is clearly continuous. On the other hand, from (3.5)

$$\left< \Lambda(v_T), v_T \right>_{L^2_{(L-x)}dx} = \left< u(T), v_T \right>_{L^2_{(L-x)}dx} = \int_0^T ||\rho(x)v_{xx}||^2_{L^2_{(L-x)}dx},$$

and it follows that the map $v_T \to \Lambda(v_T)$ is invertible in $L^2_{(L-x)}dx$.

Define the map

$$\Gamma : L^2_{\mathcal{H}_3} \to L^2(0, T, L^2(0, L))$$

by $\Gamma(u_1) = h := \rho(x)v_{xx}$, where $v$ is the solution of (3.4) with $v_T = \Lambda^{-1}((L-x)^{-1}u_1)$.

Firstly, $\Gamma$ is continuous, and the solution $u$ of (3.3) with $u_0 = 0$ and $h = \Gamma(u_1)$ satisfies $u(T, \cdot) = u_1$. To prove that $\Gamma$ is also continuous from $L^2_{\mathcal{H}_3}$ into $L^2_{(T-t)dt}(0, T, H^2(0, L))$, it is sufficient to show the following estimate

$$\int_0^T ||v(t)||^2_{H^3(T-t)dt} \leq C||v_T||^2_{L^2_{(L-x)}dx},$$

for the solutions of (3.4) or, equivalently,

(3.11)

$$\int_0^T ||w||^2_{H^3(t)dt} \leq C||w_0||^2_{L^2_{sdx}},$$

for the solutions of (3.7). Thanks to Proposition 2.5, we have

(3.12)

$$\int_0^T ||w||^2_{H^2(0,L)}dt \leq C||w_0||^2_{L^2_{sdx}},$$

which yields, for $w_0 \in L^2(0, L)$, that

$$\int_0^T ||w||^2_{H^2(0,L)}dt \leq C||w_0||^2_{L^2_{sdx}}.$$ 

Assume now that $w_0 \in D(A)$ and let $u_0 = A w_0 = w_{0,xxxx} - w_{0,xxx} - w_{0,x}$. Denote by $w$ (resp. $u$) the solution of (3.7) with initial data $w_0$ (resp. $u_0$). Then

$$A w = w_{xxxx} - w_{xxx} - w_x = u \in L^2(0, T, H^3(0, L)),$$

and we infer that $w \in L^2(0, T, H^3(0, L))$. By interpolation, this gives that

$$w \in L^2(0, T, H^3(0, L))$$

if $w_0 \in H^3_0(0, L)$, with an estimate of the form

(3.13)

$$\int_0^T ||w||^2_{H^3(0,L)}dt \leq C||w_0||^2_{H^3_0(0,L)}.$$

The different constants $C$ in (3.12)-(3.13) may be taken independent of $T$ for $0 < T < T_0$. Thus, finally, by using Fubini’s Theorem we have

$$\int_0^T |w(s)|^2_{H^3}ds = \int_0^T \left( \int_t^T |w(s)|^2_{H^3}ds \right) dt \leq C \int_0^T |w(t)|^2_{H^3(0,L)}dt \leq C||w_0||^2_{L^2_{sdx}}.$$

This completes the proof of (3.11) and, consequently, Theorem 3.1 is archived. \(\square\)

**Remark 4.** It is important to note that the forcing term $f = (\rho(x)h)_{xx} \in L^2_0(T-t)dt(0, T, L^2(0, L))$ is in fact supported in $(0, T) \times (L - \nu, L)$.
3.2. Exact controllability: Nonlinear system. Let us prove the local exact controllability in $L^2_{x,t}dx$ of system (3.2). Note that the solutions of (3.2) can be written as
\[
u = uL + u1 + u2,
\]
where $uL$ is the solution of (2.1) with initial data $u_0 \in L^2_{x,t}dx$, $u_1$ is solution of
\[
\begin{aligned}
u_{1,t} + u_{1,x} + u_{1,xxx} - u_{1,xxxxx} = f = (\rho(x)h)_{xx} \\
u_1(t,0) = u_1(t,L) = u_{1,x}(t,0) = u_{1,x}(t,L) = u_{1,xx}(t,L) = 0 \\
u_1(0,x) = 0
\end{aligned}
\]
in $(0,T) \times (0,L)$, $(0,T)$, and $(0,L)$. For (ii), we first assume that $g \in C(C, C)$ and we have the estimate
\[
\|u_2\|_{L^1(0,T;H)} \leq c\|u\|_{L^2(0,T;V)}\|v\|_{L^2(0,T;V)}.
\]
Furthermore, the map $(u, v) \in L^2(0,T;V)^2 \rightarrow u_2 \in L^1(0,T;H)$ is continuous and there exists a constant $c > 0$ such that
\[
\|u_2\|_{L^\infty(0,T,H)} + \|u_2\|_{L^2(0,T;V)} \leq C'\|g\|_{L^1(0,T,H)}.
\]
\[
\frac{|u_2|_{L^\infty(0,T,H)}}{\sqrt{T}} \leq \|u\|_{L^\infty(0,T,H)} \frac{u_x}{\sqrt{L-x}}\|u\|_{L^2} \leq C\|u\|_V\|v\|_V,
\]
and (i) holds. For (ii), we first assume that $g \in C^1([0,T],H)$, so that $u_2 \in C^1([0,T],H) \cap C^0([0,T],D(A_2))$. Taking the inner product of $u_2,t = A_2u_2 + g$ with $u_2$ in $H$ yields
\[
(u_2,t, u_2)_H \leq -C\|u_2\|^2_V + C'\|u_2\|^2_H + (g, u_2)_H
\]
where $C, C'$ denote some positive constants. Integrating over $(0,T)$ and using the classical estimate
\[
\|u_2\|_{L^\infty(0,T,H)} \leq C\|g\|_{L^1(0,T,H)}
\]
coming from semigroup theory, we obtain (ii) when $g \in C^1([0,T],H)$. The general case ($g \in L^1(0,T,H)$) follows by density.

Let $\Theta_1(h) := u_1$ and $\Theta_2(g) := u_2$, where $u_1$ (resp. $u_2$) denotes the solution of (3.14) (resp. (3.15)). Then
\[
\Theta_1: L^2(0,T;L^2(0,L)) \rightarrow \mathcal{G}
\]
and
\[
\Theta_2: L^1(0,T;L^2_{x,t}dx) \rightarrow \mathcal{G}
\]
are well-defined continuous operators, due the Propositions 2.6 and 3.2.

Using Proposition 3.2 and the contraction mapping principle, one can prove as in [7, 22, 34] the existence and uniqueness of a solution $\nu \in \mathcal{G}$ of (3.2) when the initial data $u_0$ and the forcing term $h$ are small enough. As the proof is similar to those of Theorem 3.3, it will be omitted.

We are in a position to prove the main result of Section 4, namely the (local) exact controllability of system (3.2).
Theorem 3.3. Let $T > 0$. Then there exists $\delta > 0$ such that for any $u_0, u_1 \in L^2_{\frac{1}{x-\nu}} dx$ satisfying

$$\|u_0\|_{L^2_{\frac{1}{x-\nu}} dx} \leq \delta \quad \text{and} \quad \|u_1\|_{L^2_{\frac{1}{x-\nu}} dx} \leq \delta,$$

one can find a control function $h \in L^2(0, T; L^2(0, L))$ such that the solution $u \in G$ of (3.2) satisfies $u(T, \cdot) = u_1$ in $(0, L)$.

Proof. To show the result, we will apply the contraction mapping principle. Let $F$ denote the nonlinear map $F: L^2(0, T; V) \to G$, defined by

$$F(u) = u_L + \Theta_1 \circ \Gamma(u_L - u_L(T, \cdot) + \Theta_2(\nu x x(T, \cdot))) - \Theta_2(\nu x x),$$

where $u_L$ is the solution of (2.1) with initial data $u_0 \in L^2_{\frac{1}{x-\nu}} dx$, $\Theta_1$ and $\Theta_2$ are defined as above and $\Gamma$ is defined in Theorem 3.1.

Observe that if $u$ is a fixed point of $F$, then $u$ is a solution of (3.2) with the control

$$h = \Gamma(u_L - u_L(T, \cdot) + \Theta_2(\nu x x(T, \cdot))),$$

and satisfies

$$u(T, \cdot) = u_T,$$

as desired. In order to prove the existence of a fixed point of $F$, we apply the Banach fixed-point Theorem to the restriction of $F$ to some closed ball $B(0, R)$ in $L^2(0, T; V)$.

(i) $F$ is contractive.

Pick any $u, \tilde{u} \in B(0, R)$. Using (2.27), (3.16) and (3.17), we have

$$\|F(u) - F(\tilde{u})\|_{L^2(0, T; V)} \leq 2C R \|u - \tilde{u}\|_{L^2(0, T; V)},$$

for some constant $C > 0$, independent of $u, \tilde{u}$ and $R$. Hence, $F$ is contractive if $R$ satisfies

$$R < \frac{1}{4C},$$

where $C$ is the constant in (3.18).

(ii) $F$ maps $B(0, R)$ into itself.

Using Proposition 2.4 and the continuity of the operators $\Gamma$, $\Theta_1$ and $\Theta_2$, we infer the existence of a constant $C' > 0$ such that for any $u \in B(0, R)$, we have

$$\|F(u)\|_{L^2(0, T; V)} \leq C'(\|u_0\|_{L^2_{\frac{1}{x-\nu}} dx} + \|u_T\|_{L^2_{\frac{1}{x-\nu}} dx} + R^2).$$

Thus, taking $R$ satisfying (3.19),

$$R < \frac{1}{(2C')},$$

and assuming that $\|u_0\|_{L^2_{\frac{1}{x-\nu}} dx}$ and $\|u_T\|_{L^2_{\frac{1}{x-\nu}} dx}$ are small enough, we obtain that the operator $F$ maps $B(0, R)$ into itself. Therefore the map $F$ has a fixed point in $B(0, R)$ by the Banach fixed-point Theorem. The proof of Theorem 3.3 is complete.

Remark 5. As in the linear case, the forcing term $f = (\rho(x) h)_{xx}$ indeed is a function in $L^2_{(T-t)dx}(0, T; L^2(0, L))$ supported in $(0, T) \times (L - \nu, L)$. 


4. Regional controllability for Kawahara equation

In this section we prove a regional controllability of the following system

\[
\begin{align*}
&u_t + u_x + uu_x + u_{xxx} - u_{xxxxx} = f &\text{in } (0, T) \times (0, L), \\
&u(t, 0) = u(t, L) = u_x(t, 0) = u_x(t, L) = u_{xx}(t, L) = 0 &\text{in } (0, T), \\
&u(0, x) = u_0(x) &\text{in } (0, L).
\end{align*}
\]

(4.1)

In details, we prove that internal control of Kawahara equation gives a control of hyperbolic type in the left direction and a control of parabolic type in the right direction. Before to present the proof of the result we remark that, the existence of solution for the system (4.1) in the Sobolev space was showed in [23] (see also [14]).

Now, let us state and prove the main result of this section.

**Theorem 4.1.** Let \( T > 0 \) and \( \omega = (l_1, l_2) \) with \( 0 < l_1 < l_2 < L \). Pick any number \( l'_1 \in (l_1, l_2) \). Then there exists a number \( \delta > 0 \) such that for any \( u_0, u_1 \in L^2(0, L) \) satisfying

\[
\|u_0\|_{L^2(0,L)} \leq \delta \quad \text{and} \quad \|u_1\|_{L^2(0,L)} \leq \delta,
\]

one can find a control \( f \in L^2(0, T, H^{-2}(0, L)) \) with \( \text{supp}(f) \subset (0, T) \times \omega \) such that the solution \( u \in C^0([0, T], L^2(0, L)) \cap L^2(0, T, H^2(0, L)) \) of (4.1) satisfies

\[
u(t, x) = \begin{cases} u_1(x) & \text{if } x \in (0, l'_1), \\
0 & \text{if } x \in (l_1, l_2).
\end{cases}
\]

Proof. By [14, Theorem 1.1], if \( \delta \) is small enough one can find a control input \( f \in L^2(0, T/2, L^2(0, L)) \) with \( \text{supp}(f) \subset (0, T) \times \omega \) such that the solution of (4.1) satisfies \( u(T/2, \cdot) \equiv 0 \) in \( (0, L) \), where \( \omega \) is a subset of \( (0, L) \).

Let us consider any number \( l'_2 \in (l'_1, l_2) \subset (0, L) \). By [22, Theorem 1], if \( \delta \) is small enough one can pick a function \( g, h \in L^2(T/2, T) \) such that the solution

\[
y \in C^0([T/2, T], L^2(0, l'_2)) \cap L^2(T/2, T, H^2(0, l'_2))
\]

of the system

\[
\begin{align*}
y_t - yxxxx + yxxx + yx + yyx & = 0 & \text{in } (T/2, T) \times (0, l'_2), \\
y(t, 0) = y(t, l'_2) & = 0, \quad y(x, t, t'_{l'_2}) = h(t) & \text{in } (T/2, T), \\
y(T/2, x) & = 0 & \text{in } (0, l'_2)
\end{align*}
\]

satisfies \( y(T, x) = u_1(x) \) for \( 0 < x < l'_2 \). Define a function \( \mu \in C^\infty([0, L]) \) as

\[
\mu(x) := \begin{cases} 1 & \text{if } x < l'_1, \\
0 & \text{if } x > \frac{l'_1 + l'_2}{2},
\end{cases}
\]

and set for \( T/2 < t \leq T \)

\[
u(t, x) = \begin{cases} \mu(x)y(t, x) & \text{if } x < l'_2, \\
0 & \text{if } x > l'_2.
\end{cases}
\]

Note that, for \( T/2 < t < T \), \( u_t - u xxxx + u xxx + u_x + uu_x = f \) with

\[
f = -(\mu'''y + 5\mu'''y_x + 10\mu'''y_{xx} + 10\mu''y_{xxx} + 5\mu'y_{xxxx}) + (\mu''y + 3\mu'y_x + 3\mu'y_{xx} + \mu'y) + \mu'y^2 + \mu(\mu - 1)yy_x.
\]

Since \( \|y\|^2_{L^2(0,T,\mu_1'(0,0,l'_2))} \leq C\|y\|^2_{L^\infty(0,T,L^2(0,L))}\|y\|^2_{L^2(0,T,H^2(0,L))} \), it is clear that

\[
f \in L^2(0, T, H^{-2}(0, L))
\]

with \( \text{supp}(f) \subset (0, T) \times (l_1, l_2) \). Furthermore, \( u \in C([0, T], L^2(0, L)) \cap L^2(0, T, H^2(0, L)) \) solves (4.1) and satisfies (4.2), proving the result. \( \square \)
5. Further Comments and Open Issues

In this work we treated the well-posedness and controllability of Kawahara equation, a fifth order KdV type equation, in a bounded domain. Here, we were able to give an almost complete picture of the internal controllability for the Kawahara system. However, the unique issue that remains open, by using this approach, was mentioned on the introduction and can be presented as follows:

**Problem 4.** Is it possible to control the Kawahara equation in the interval \((l_1', l_2')\)?

Anyway, others problems about the internal controllability can be attacked using new techniques and arguments. In this way, below, our plan is to present some problems that seem interesting of the mathematical point of view. More precisely, we present open issues about internal controllability of the Kawahara equation with an integral condition in unbounded and bounded domains.

5.1. Controllability of Kawahara equation: Unbounded domain. In the context of control on unbounded domains, Faminskii [20], in a recent work, considered the initial-boundary value problems, posed on infinite domains for Korteweg–de Vries equation. Precisely, he elected a function \(f_0\) on the right-hand side of the equation as an unknown function, regarded as a control. Thus, the author proved that this function which must be chosen such that the corresponding solution should satisfy certain additional integral condition.

Thus, we believe that this techniques can be applied for the Kawahara equation posed on the right/left half-lines:

\[
\begin{align*}
&u_t + u_x + u_{xxx} - u_{xxxxx} + uu_x = f_0(t)v(x,t), \quad (t, x) \in (0, T) \times (0, \infty), \\
&u(0, x) = u_0(x), \quad x \in (0, \infty), \\
&u(t, 0) = h(t), \quad u_x(t, 0) = g(t), \quad t \in (0, T),
\end{align*}
\]

and

\[
\begin{align*}
&u_t + u_x + u_{xxx} - u_{xxxxx} + uu_x = f_0(t)v(x,t), \quad (t, x) \in (0, T) \times (-\infty, 0), \\
&u(0, x) = u_0(x), \quad x \in (-\infty, 0), \\
&u(t, 0) = h(t), \quad u_x(t, 0) = g(t), \quad u_{xx}(t, 0) = k(t) \quad t \in (0, T).
\end{align*}
\]

Here \(v\) is a given function and \(f_0\) is an unknown control function. Therefore, the following open issue naturally appears.

**Problem 5:** Can we find a pair \(\{f_0, u\}\), satisfying

\[
\int_{\mathbb{R}^+} u(t, x)w(x)dx = \varphi(t), \quad \text{or} \quad \int_{\mathbb{R}^-} u(t, x)w(x)dx = \varphi(t),
\]

such that the functions \(w\) and \(\varphi\) are given and \(u\) is the solution of (5.1) or (5.2)?

5.2. Controllability of Kawahara equation: Bounded domain. With respect of controllability in a bounded domain a new approach, different from the one used in this article, was recently introduced by Faminskii [21]. Faminskii established results for the Korteweg–de Vries equation in a bounded domain under an integral overdetermination condition. More precisely, with smallness conditions on either the input data or the time interval, the author showed the controllability when the control have a special form.

In this spirit, we believe that the following problem seems very interesting. Consider the Kawahara equation as follows:

\[
\begin{align*}
&u_t + u_x + u_{xxx} - u_{xxxxx} + uu_x = f_0(t)v(x,t), \quad (t, x) \in (0, T) \times (0, L), \\
&u(0, x) = u_0(x), \quad x \in (0, L), \\
&u(t, 0) = h_1(t), \quad u(t, L) = h_2(t), \quad t \in (0, T), \\
&u_x(t, 0) = h_3(t), \quad u_x(t, L) = h_4(t), \quad t \in (0, T), \\
&u_{xx}(t, L) = h_5(t) \quad t \in (0, T).
\end{align*}
\]
Problem C: For given functions $u_0$ and $h_i$, $i = 1, 2, 3, 4, 5$, can we find a function $f_0$ such that the solution $u$ of system (5.3) satisfies the overdetermination condition

$$\int_0^L u(t,x)w(x)dx = \varphi(x), \quad t \in (0,T)$$

where $w$ and $\varphi$ are known functions?
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